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Abstract. Plan Life Management (PLIM) is a group of techniques that involves a coordinated and systematic actions carried out to achieve a safe and profitable plant or system in operation as long as possible with acceptable performance.
To achieve these premises is essential early detection of degradations – probably future failures- due to aging and assess and evaluate to understand how stressors affect their operation and their resolution through planned maintenance or replacements.
Surveillance, Diagnostics and Prognostic (SDP) are used to perform a periodic assessment of functional health status of systems, structures and components and assess its lifetime and anticipate failures.

PLIM are based on 4 pillars
· Coordination of actions in order to maximize affectiveness 

· Verify that componets are operating under standards controlling environmental impacts

· Early detection of initial effects of degradation

· Mitigation of degradation or failures by replacement of parts or maintenance 

As Nuclear reactors looks for permanently high level of safety and availability with bounded costs, it was found as neccesary seek more advance technics for SDP 
Increases Power and life extension of reactors still require more of these techniques as the occurrence of failure becomes more likely due to degradation. 

Online Monitoring in one of this new technics and it is not a single discipline, but a technique that can be applied to different applications and helps in achieving that premise.   

1. Introduction

PLIM is a group of techniques that involves a coordinated and systematic actions carried out to achieve a safe and profitable system in operation as long as possible with acceptable performance.
The mechanism is based on the prioritization of the systems to be analyzed, its critical components and implementing a continuous improvement plan.
The 4 pillars of this plan are 
 The coordination to maximize the effectiveness of the actions, documentation of the proceedings and historical values ​​of the variables, maintenance performed, dates and verified eventualities. 

 

 It is important that the degradation is minimized verifying that components are operating under standards, controlling environmental impacts. 

 Early detection of the initial effects of degradation by in-service inspections, measurements of variables, diagnosis and prognosis. 

 The mitigation of impacts by replacement or maintenance, of components that could be under the initial effects of degradation.    

The pillars can be better understand in the following scheme
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FIG 1. Plan Fife Management Pillars
One of the poits to achieve these premises is early detection of degradations due to aging and evaluate how stressors affect their operation and their resolution through planned actions.

SDP are used to perform a periodic assessment of functional health status of systems, structures and components (SSC) and assess its lifetime and anticipate failures

Data collected are used to detect changes related with degradation , that once appearing, eventually manifest as a failure or defect.

When a defect is detected, a diagnostic process is initiated to identify and characterize different defects or failures in different ways and each require different analysis.

Once the problem is detected it should be analyze the environmental conditions under operation, sensor data (calibration, dynamic response, drifts) and historical fault data. 
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Fig 2. Surveillance, Diagnostic and Prognosis sequence

As Nuclear reactors looks for permanently high level of safety and availability with bounded costs, it is neccesary seek more advance systems for SDP for monitor SSC

Increases Power and life extension of the reactors still require more of these techniques as the occurrence of failure becomes more likely due to degradation. 

Notably Online Monitoring is not a single discipline, but a technique that can be applied to different applications and helps in the achieving of the objetives.
In 2008 it was conducted a Coordinated Research Project (CRP) sponsored and managed by IAEA to validate the benefits of this technique Online Monitoring into 4 main areas. 

a) Analysis of the reactor`s noise signals 

Using the fluctuations in the value provided by the sensors in stable operation, it was possible to extract information on diagnostic instrumentation and estimation of dynamic basic parameters, such as temporal response of a sensor (usually pressure and level). 

b) Monitoring of vibration and acoustic signals 

Vibration measurements can warn of potential equipment failures, misalignment, wear parts, media looseness or loose parts detection or somewhere in the process (especially pipes). 

c) Prediction of structural integrity of the material 

Develop advanced diagnostic techniques degradation of materials includes the following aspects: sensors for online monitoring applied to the early detection of corrosion (specifically sensors that detect early corrosion in concrete), applying diagnostic material samples (eg pieces of pipe or cable), storage process values ​​for prognosis and anticipate failures, etc. d) 
d)Monitoring functional condition of tools and equipment 

Includes the detection and diagnosis of anomalies through a long-term monitoring of process signals while the plant is operating. This includes calibration of measurement channels by online monitoring techniques, monitoring degradation components (cables, transformers) and data transmission and use of software for data analysis for diagnosis and prognosis.

2. Noise Análysis Technics
Sensors deliver an stable value normally, but this value is added with a wobble signal under normal operating conditions. This noise comes from conditions inherent in the process due to turbulence, random flow, changes in heat transfer processes, mechanical vibration, electrical interference, etc.

Noise analysis technic can be used for various applications such as diagnostic instruments (calibration status), dynamic response of the instrument (delay before an event), channel status measurement (blockage or air in the duct sensor pressure). This technique is noninvasive and is done in normal operation
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Fig 3. Noise technic analysis 

The miscalibration or poor dynamic response of a sensor, not evaluated in time, may incur a security risks. 

Online monitoring Noise Analysis technics applied to sensors to evaluate these features is more economical secure and reliable technique, that the one that remove the sensor to test it in the laboratory, without knowing if it needs calibration or not 

The technic test it in situ, in operation and also permit test the integral measuring channel.

The technique is feasible provided that the transfer of the sensor is linear, at least in the working frequency range, and the noise amplitude such as to be amplified and achieve an acceptable level. Requires that the spectral density of the noise is the most Normal possible.
Another condition is that the technique requires that the noise produced by the process is the white noise sensor type or at least the bandwidth of the noise spectrum is greater than the bandwidth of the sensor under study. It generally meets that requirement due to sensors as often unprepared for high frequency response. It also requires no resonances in the process. 
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Fig 4. Noise technic analysis circuit

If G(s) is the sensor transference and appears a fluctuation δx(s) in the input, then the output δy(s) comply   

[image: image5.emf] whose FFT is[image: image6.emf] with white noise[image: image7.emf]
So there are a proporcionality between noise and delay

Examples opf probems in presure channels 
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Fig 5. Dynamic response examples 
3. Monitoring acoustic vibratins
Acoustic and vibration monitoring is a traditional method to evaluate system malfunction. 
With acquisition techniques, conditioning and analysis of online monitoring technic, are ongoing loose parts studies, fluid losses and vibrations of rotating machinery analysis. 

In this field are generally used piezoelectric sensors whose operating frequency range is up to 20 kHz for sensing vibrations and 200 KHz for sensing acoustic signals.    

Loose parts

Loose parts monitoring are designed to detect extraneous audible signals into the interior walls of the primary circuit. As shocks are generally between metallic elements, there are observed spectrum of burst signals in background noise.

Leaks 

A leak can be a precursor to an accident of design, so that it should be considered very  important and subject to early detection. It can be caused by corrosion at the interfaces between the pipes and the pressure vessel in a reactor and should be an important factor when studying life extension. The leak detection systems have an accuracy of 0.38 liters / sec 

It is commo the use of high frequency microphones located in critical points and the aquiring system por on line monitor de event  

[image: image10.emf]
Fig 6. Leaks acoustic analysis 
There are a emphiric relation between the signal level and the leak volume. 

4. Vibration Monitoring 

Vibrations, mainly in cooling pumps, turbines, motors, generators, compressors, fans and other examples of rotating machinery can be caused by out imbalances or gradations as can be seen in the following table 



Table 1: Causes of vibration in rotational machines
	Vibratión
	Cause

	Unbalance
	Etàtic

Dynámic

	Misalignment


	Paralell

Angular

Both

	Poor condition Components 
	Defective bearings

Defective gears

Clearance or mechanical loosening

	Eléctric Problems


	Engine eccentricity 

Unbalance voltaje fedd

Overheating or short circuit in stator


Unbalance: incorrect distribution of mass in the element so that does not match the center of rotation of the element, so that a centrifugal force is generated in excess mass. 

Causes: Porosity in material, Inequity in material density, manufacturinf tolerances, material loss during operation, Maintenance actions (change of incorrect parts, improper mounting), operating without proper balancing.

Misalignment: Occurs when the coupled shafts, driving and driven arrows do not match or are not on the same center line

Paralell Misalignment
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 Angular Misalignment
Causes: Default in coupling, thermal expansions under operation, forces transmitted to the machine from pipes, foundations that have yielded, weak bases

Mechanical Components in poor condition: It is caused by friction or external forces. 

.-Bearings: External traks, internal roads. Causes: overload, misalignment, unsbalace. missing or inadequate lubrication, failure or shock mount. 

The bearing failure produces a much higher frequency of vibration than the rotational speed of the engine under study, and is quite unstable in intensity and phase as the vibrations excited resonance parts for defects and wear of moving parts.

.-Clearance or mechanical loose: Bad settings produce the same problems that out imbalances, but more severe. In many cases these are harmonics and subharmonics, highlighting ½ X, X 1.3 and 1.5 X.

.-Damaged gears: Wear is the most common cause: Hits between teeth, unadjusted interference, no good ground or teeth shoddy finishing, defective or no lubrication, foreign objects between the teeth, imbalance or misalignment.

Defected gears produce low amplitude vibration at high frequencies, The frequency is given by the number of gear teeth (z) and the engine speed (N).    F = z.N

Electric problems: Problems can occur if diametrical electric magnetic forces vary in amplitude with the load. Causes: unbalanced phases, motor windings shorted or rotor eccentricity.

Vibration frequency due to electric problems is 2X where X is the rotation speed in RPS 

Excessive movements caused by these faults can be detected and quantified by means of accelerometers sensors in the bearings or housings of rotating machines, usually in 3 perpendicular axes. These data are collected by an online monitoring system (OLM) used ara abnormalities. 

The ISO 10816 is the most common starndard used in these studies for rotating machines monitored in non rotating parts 
The most common ISO Standard used is ISO 10816.

ISO 10816 Group Classiffication
	Machine Group 
	Specificatión

	Group 1
	Big rotating machines with power higher than 300 kW.

Shaft height over 315 mm 

	Group 2
	Mediums rotating machines with power between 15 kW y 300 kW.

Shaft height between 160 mm y 315 mm 

	Group 3
	Multi blades impeller pumps with separated engine and power higher than 15 kW

	Group 4
	Multi blades impeller punps with integrated engine and power highter than 15 kW


It must determine if the supports are rigid or flexible: 

Flexible: If the natural frequency of the machine on the support is less than the speed of rotation 

Rigid: If the natural frequency of the machine on the support is greater than the speed of rotation

Monitoring Configurations:

	Configuration Type
	Scheme

	Electric engine- Centrifugal pump : Vertical u horizontal or both measurings. 
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	Electric engine- Compressor
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	Electric engine – Gear box – Screw pump
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	Electric engine – Fan
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5. FUNCTIONAL CONDITION MONITORING INSTRUMENTS AND EQUIPMENT 

Instrumentation and control system are the central nervous system of a nuclear instalation due to decisions as activate pumps, opening or closing valves, activate motors etc. must be made for the purpose of maintaining the system within safe margins and / or regulate the output variables based on the measured variables.
Moreover I & C systems should indicate the values ​​of these variables in the more accurate form as possible in the control room for information and subsequent decision or actions for safety aspects. 

For that reason the performance of systems and in particular the correct measurements of the process variables are vital in the life of the plant for operational and safety reasons.

To measure the real value of a process variable it is essential that the sensor / instrument works in good operating and instalation conditions to deliver the precise value of the steady state, and must also have a consistent dynamic response time to detect transient.

Temperature measurement in a nuclear instalation in a particular location process is performed by temperature sensors placed in thermowells to isolate the sensor from process piping, running also as an interface between the process and the measurement instrument, which easy accessibility and gives longer life to the sensor. 

If the temperature sensor it is not inserted into the thermowell in the right condition dimensional depth adjustment, the dynamic response can be slow –comparing with normal condition- to affect the measurement of the process and due to this error, may be incurred in operational failures. 
This errors may be incurred by manipulating sensors to verify its operational condition in a laboratory.

Even if the sensor is taken out of its operating location and measure a proper performance in a lab, it does not ensure that once correctly installed, will remain reliable as there may be flaws in the channel installation (eg. voids or blocks in presure pipes lines) and also the fact of having removed incurred subsequent likelihood of errors or failures.
Moreover, the same process affects the dynamic performance of the temperature sensor, that is, if flow increase the dynamic response of sensor decreases and vice versa, which can only be validated by measuring it in place and in operation. An external measurement then no guarantee that degree of reliability.  

It can also happen that the laboratory measurement, performed at pre-set intervals, is made after a period in excess in which the sensor was measuring out of acceptable range, or be made ​​the lab test when it was not yet necessary intervention. 


[image: image17]
The following example shows that it can happen being handled a sensor to test it in the laboratory when their intervention to be within the expected range of calibration is not necessary, human errors and faulty installations may affect their performance.. 
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Loop Current Step Response (LCSR) technic proposed as a method of evaluation of temporal response of a temperature sensor in the On Line metodology, ie in situ and in operation, it is based and the principle of heating the sensor element with an external power of 30 to 60 mA in a step, from the outside inwards process instead of the traditional way, that is by immersing the sensor in the process. In the proposed method, the heat passing through the insulation, the air in the space between the sensor and the thermowell, and the thermal resistance of the sensor.

[image: image19.emf][image: image20.emf]
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The problems involved in traditional method when measuring dynamic state of a sensor (out of the process and the thermowell, take it to the lab, and measure it based on rules), compared with the LCSR (leave it in situ and in operation) are following:

Laboratory 




   In Situ (LCSR)

Do not take in account process influence
               Take in account process (Temp., Presión, flow)

Do not take in account instalación effects
    
        Consider instalation efeccts (possition, air).

Removes the sensor ignoring if it is neccesary   
        Measures the sensor without manipulating it 

Innecesary Personnel dosis
    

        Only when it is neccesary operators involved

Cannot be test Ander operation
    

        Test under real operation conditions (on line)

Test no “in Service” 
    


        “In service” Test

Do not consider conetions and wires 

        Consider all effects

Can cause human error by manipulation
    
        Only it is manipulated if neccesary







        Reduce costs

Operating LCSR Diagram
[image: image22.emf]
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Balanced bridge means V=0.  When a current step is applied the bridge output grows  exponencialy and the sensor resistance also increase at a rate depending on its termical resistance [image: image24.emf] When the step finished, the bridge returns to its normal value. :

[image: image25.emf]Assuming that R1 + Rd  is bigger than  [image: image26.emf] 
[image: image27.emf]   With  C= R1  / (R1  +  Rd )

Output bridge is linearly proportional to the termal increase due to current step. The delay of the sensor to return to it`s original value will be its time response (dynamic response) in situ.

Measured 100 sensors in USA with components of the more traditional brand in providing temperature sensors in the world, using the traditional method, ie removing the sensor from the process and measuring it in the laboratory and comparing the same sensors but tested using the method Loop Current Step Response LCSR, pulling data from the output voltage of the bridge Wheaststone and digitizing (ie how many of each measure digital Volts) and plotting time measured in seconds, the following data were obtained

[image: image28.emf]
The response time average value measured with both methods is 3.67 seconds vs. 3.68 seconds with LCSR methode  with a standard deviation of 0.67, whereas the latter measures all time involving the entire channel measurement.
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6. Conclusions
Life management is a technique that aims not only to the intrinsic safety of the system but also reduce unnecessary costs and reduce operational human activities that are not necessary to prevent or reduce the radiation dose to staff, and to avoid human error. 

This technique includes early detection of possible causes of failure due to aging, such as slow dynamic responses of sensors, values ​​outside the acceptable range, or effects that are undetectable priori as the incipient corrosion of concrete or vibrations that may have some motors or pumps in operation. 

Digital technology allows, without even invasive methods to measure in an online way the effects of degradation so the it is possible anticipate the failure. 

The methods who are slightly invasive, as LCSR can be applied to a sensor specifically designed to measure its dynamic response at that location, if it is not possible manipulate  existing plant sensors to implement the method, and compare their data against giving their operating plant sensors, and define their functional status indirectly. 
There are currently several successful experiences, both laboratory and in operating Nuclear Power plants on the implementation of online monitoring technique and demonstrated the validity of the methodology based on research done in the United States, France and England. 

Online monitoring reduces the likelihood of unplanned shutdowns since it is known in advance that components are in the state of aging. 
It can be planned replacement planning and operational management costs while improving operational efficiency while lowering costs of inspections. 

Increased plant safety since it tends to fewer failures, increases availability by generating increased revenue, and allows more easily perform life extension of a facility since it is known in advance in understanding the causes of failures.
On Line monitoring is not a method that intends to eliminate the periodic inspections, but rather complement them so that they are not made blindly with high probability of not finding anything new and the risk of causing damage to human error could have been avoided.
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